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Abstract. Topic modeling on information networks is important for data 
analysis. Although there are many advanced techniques for this task, few 
methods either consider it into heterogeneous information networks or the 
readability of discovered topics. In this paper, we study the problem of topic 
modeling on heterogeneous information networks by putting forward LSA-
PTM. LSA-PTM first extracts meaningful frequent phrases from documents 
captured from heterogeneous information network. Subsequently, latent 
semantic analysis is conducted on these phrases, which can obtain the inherent 
topics of the documents. Then we introduce a topic propagation method that 
propagates the topics obtained by LSA on the heterogeneous information 
network via the links between different objects, which can optimize the topics 
and identify clusters of multi-typed objects simultaneously. To make the topics 
more understandable, a topic description is calculated for each discovered topic. 
We apply LSA-PTM on real data, and experimental results prove its 
effectiveness. 

Keywords: topic modeling, latent semantic analysis, topic propagation, 
heterogeneous information network. 

1 Introduction 

Information networks have been popularly used to represent the networked systems, 
such as social network, bibliographic network and so on. Data mining and knowledge 
discovery can be conducted on these networks [1]. Recently, with the explosion of 
textual documents in the heterogeneous information networks, such as papers, product 
reviews and other textual content, text-rich heterogeneous information networks come 
into being. Taking bibliographic data for example, one author can write several papers 
and one paper may be written by several authors. Likewise, each paper is commonly 
published in a venue (e.g., conferences, journals, etc.) and a venue usually publishes a 
number of papers. Thus we not only obtain the textual content of documents, but also 
the interactions among multi-typed objects as illustrated in Figure 1.  
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Fig. 1. Example of heterogeneous information 
network 

Fig. 2. Topic modeling on heterogeneous 
Information network 

Topic modeling on information networks has been proved to be useful for 
document analysis. However, many topic models, such as LaplacianPLSI [2], 
NetPLSA [3] and iTopicmodel [4], merely deal with homogeneous networks. Besides, 
most existing methods [3, 4, 5, 6, 7] represent the discovered topics by word 
distributions. Although the topic word distributions may be intuitively meaningful, it 
is still difficult for users to fully understand the meaning of each topic. To address 
these problems, in this paper, we investigate and develop a novel topic model, LSA-
PTM, for heterogeneous information networks, which solves the problems of topic 
modeling on heterogeneous information networks and the readability of discovered 
topics. LSA-PTM first extracts meaningful frequent phrases from documents that are 
captured from text-rich heterogeneous information network. The meaningful frequent 
phrases are useful to the readability of the discovered topics. Subsequently latent 
semantic analysis is conducted on these phrases, which can model the inherent topics 
of documents. Furthermore, we introduce a topic propagation method based on the 
links between different objects, which enhances the inherent topics and identify 
clusters of multi-typed objects simultaneously. The basic idea of the topic propagation 
is to propagate the topics obtained by topics models on the heterogeneous information 
networks as illustrated in Figure 2. To better understand the meaning of each topic, a 
topic description is computed for each topic.  

In short, the contributions of our paper can be summarized as follows: (1) the 
proposed LSA-PTM effectively incorporates heterogeneous information networks 
with topic modeling; (2) LSA-PTM solves the intelligibility of each discovered topic 
by modeling each topic as a set of meaningful frequent phrases along with a topic 
description; (3) experiments are conducted on real dataset, and the results prove the 
effectiveness of our proposed model. 

The rest of this paper is organized as follows. In section 2, we introduce some basic 
concepts. We elaborate LSA-PTM in Section 3. Section 4 presents the extensive 
experiment results. Finally, we discuss the related work in section 5 and conclude our 
work in section 6. 
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2 Basic Concepts 

In this section, we formally introduce several related concepts and notations.   

Definition 1. (Heterogeneous Information Network): A heterogeneous information 
network is defined as an information network with multiple types of objects and/or 
multiple types of links.  

Text-rich Heterogeneous Information Network: When a heterogeneous information 
network contains a set of textual documents, it turns into a text-rich heterogeneous 
information network.  

DBLP Bibliographic Network Example: As shown in Figure 1, there are three types 
of objects (i.e., N = 3) in this bibliographic network, including authors U, venues V 

and papers D. The bibliographic network can be denoted as G = (D ∪U ∪V, E), 

where E is the set of edges that describe the relationships between papers D = {d1, …, 
dn} and authors U = {u1, …, ul} as well as venues V = {v1, …, vo}. 

Definition 2. (Topic Description): A topic description is a phrase containing several 
sequential words which can largely cover the semantic meaning of the discovered 
topic. In our model, each discovered topic is represented by a set of meaningful 
frequent phrases, and the topic description is calculated from these phrases. 

For example, if a discovered topic is represented by a set of meaningful frequent 
phrases, such as “database systems”, “database management”, “distributed 
databases”, “relational databases”, and so on. Through a serial of calculation, 
“database systems” could be the topic description of this topic. 

3 LSA-PTM 

In this section, we elaborate our proposed model, LSA-PTM, which is a propagation-
based topic model using latent semantic analysis on heterogeneous information networks. 

3.1 Meaningful Frequent Phrases Extraction 

Phrases that consist of two to five sequential words that appear in more than ψ 
documents in the corpus are defined as frequent phrases. The threshold ψ is to filter 
the “noise” phrases that just appear in a handful of documents, and it is decided by the 
number of documents in document corpus. For example, frequent phrases can be 
"data mining", "query processing ", and “data analysis" in data mining area.  

In a preprocessing step, we use a sliding window over the document content to 
generate frequent phrases and lossy-counting [8] to discover the phrases with 
frequency above ψ, forming a frequent phrase list for each document. Each frequent 
phrase list contains the frequency that the phrase appears in this document.  

Meaningful frequent phrases are defined as the frequent phrases that can describe 
the document corpus concisely. Frequent phrases extracted in preprocessing step 
contain a large list of stop word combinations and other meaningless phrases that fail 
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to capture the specific information in the documents. In order to get the meaningful 
frequent phrases, we exploit Algorithm 1 to weight the meaningful frequent phrases 
from the meaningless phrases appropriately. 

Algorithm 1 summarizes the process of discovering meaningful frequent phrases for 
each document. In the processing step, a frequent phrase list has been formed for each 
document that contains the frequency of the phrases. We integrate these lists and add the 
frequency of the same phrases together to form an aggregate frequent phrase list, AFP-
list. The input of Algorithm 1 is the frequent phrases in AFP-list, the number Ncon of 
documents containing the phrase, total number Ndocs of documents in document corpus, 
and the number m of meaningful frequent phrases that we want to compute. Our 
algorithm processes all the frequent phrases in AFP-list, and computes a relevance score 
with the formula in line 4. The formula boosts the meaningful frequent phrases, and 
filters the meaningless frequent phrases, with the similar idea with TF ⋅ IDF. Through this 
algorithm, we get the top m meaningful frequent phrases, (mfp1, …, mfpm). 

 
Algorithm 1. Meaningful Frequent Phrases Extraction 
Input: Ncon: number of documents containing the phrase; Ndocs：total number of documents in 

the corpus; m: number of meaningful frequent phrases; AFP-list 
Output : queue: priority queue of <phrase，relevance> 
1 for each frequent phrase in AFP-list do 
2    phrasef      frequency of the frequent phrase in AFP-list 
3    phraselen       sum of the phrase frequencies in AFP-list 

4    relevance      

con

docs

len

f

N

N
log*

phrase

phrase
 

5    insert <phrase，relevance> in queue 
6    if queue has more than m items then 
7       delete item from queue with the smallest relevance 
8    end if 
9 end for 
10 Return the queue with m meaningful frequent phrases 

3.2 LSA Based on Document-Phrase Matrix 

LSA model [9] projects documents as well as terms into a low-dimensional semantic 
space by carrying out Singular Value Decomposition (SVD) [10], producing a set of 
topics associated with the documents and terms. 

In our model, documents are represented as a set of meaningful frequent phrases 
extracted by Algorithm 1. Consider the analysis of document-phrase matrix, if there are a 
total of n documents and m meaningful frequent phrases in a document collection, 
phrase-document matrix, nmija ×= ][A , is constructed, with each entry aij representing 

the TF·IDF score of the i-th meaningful frequent phrase in the j-th document. For the 
matrix A, where without loss of generality m≥n and rank(A) = r, the SVD is defined as: 

                        
TVUA =                                                   (1) 
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where ],[ r21 ,...,uuuU =  is a m×r column-orthonormal matrix whose columns are 

called left singular vectors; ],...,,[ r21diag σσσ=  is an r×r diagonal matrix, 

whose diagonal elements are non-negative singular values sorted in descending order; 
][ r21 v,...,v,vV =  is an n×r column-orthonormal matrix whose columns are called 

right singular vectors. 

Given an integer k (k<<r), LSA uses the first k singular vectors to represent the 
documents and meaningful frequent phrases in a same k-dimensional semantic space 
in which similar objects are expected to be near to each other. More precisely, each 
document is represented by a row of [σ1v1, …, σkvk] and each meaningful frequent 
phrase is represented by a row of [σ1u1, …, σkuk].  

From the k-dimensional latent semantic space, we can get the inherent topics associated 
with papers and meaningful frequent phrases. LSA provides a simplified solution to model 
topics of documents in a text-rich heterogeneous information network. However, this 
model ignores the associated heterogeneous information network as well as other 
interacted objects, so it cannot model and make use of associated objects simultaneously. 

3.3 Topic Propagation 

In this section, we introduce a novel and general topic propagation method that 
effectively incorporates the heterogeneous information network with the textual 
documents for topic modeling, so as to estimate the topics of documents as well as the 
associated objects and improve the topic modeling results simultaneously.  

To obtain the topics of other objects, a simple way is to propagate the topics from 
documents to other objects through the heterogeneous information network as shown 
in the dashed rectangle of Figure 2.  

Principle. In a heterogeneous information network, the topic of an object without text 
content (e.g. u1, v1 in Figure 1) is decided by the topics of its connected documents. 
On the other hand, the topic of a document is affected by the estimated topics of its 
connected objects. 
For example, the research topic of an author could be decided by his/her published 

papers. Conversely, the topic of a paper is influenced by its authors to a certain degree. 

Definition 3. In k-dimensional semantic space, let matrix [p(d1), …, p(dn)]
T represents 

the papers, where the values of k-dimensional vector p(di), p(di)j (j = 1…k), represent 
the weights of paper di in the k topics; let matrix [p(u1), …, p(ul)]

T represents the 
authors, where the values of k-dimensional vector p(ui), p(ui)j (j = 1…k), represent the 
weights of author ui in the k topics; let matrix [p(v1), …, p(vo)]

T represents the venues, 
where the values of k-dimensional vector p(vi), p(vi)j (j = 1…k), represent the weights 
of venue vi in the k topics; let matrix [p(mfp1), …, p(mfpm)]T represents the 
meaningful frequent phrases, where the values of k-dimensional vector p(mfpi), 
p(mfpi)j (j = 1…k), represent the weights of phrase mfpi in the k topics. 

Take Figure 1 for example, let us see how the topics propagate from papers to their 
neighboring objects, e.g., authors and venues. Given the initial vector of papers p(di) in a 
certain k-dimensional topic space, the vector of an author p(ui) can be calculated by: 

           
∈

=
uDid u

i
i D

dp
up

||

)(
)(                                (2) 
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where Du is the set of documents that are connected with author u, and |Du| is the 
number of these documents. Similarly, the vector of a venue p(vi) can be expressed as: 

                   
∈

=
vDid v

i
i D

dp
vp

||

)(
)(                                (3) 

where Dv is the set of documents that are published in venue v. 
On the other hand, let us see how the topics propagate from these objects without 

text content, e.g., authors and venues, to the papers, so as to reinforce the topics of 
papers. Along with the vectors of authors and venues calculated above, the vectors of 
papers can be reinforced by: 

            )
||
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U

up
dpdp
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where Ud is the set of authors of document d, and Vd is the venues connected with 
document d. Here, ζ is the harmonic parameter that controls the balance between the 
inherent topics and the propagated topics. 

According to Eqs. (2), (3) and (4), we calculate the ultimate vectors of different 
objects, e.g., papers, authors and venues, in the k-dimensional latent semantic space 
through M iterations (M is a maximum iteration based on empirically study). The 
topic propagation process can be summarized as Algorithm 2. Note that, if ζ=1, the 
topics of documents remain the original ones, while the topics of other objects are 
determined by their associated documents in one step. 

 
Algorithm 2. Topic propagation  

Input: p(di): the vector of paper; p(ui): the vector of author; p(vi): the vector of venue; A: the 
set of authors; V: the set of venues; D: the set of papers; t: the number of iterations; 
M: a maximum iteration; Du: the set of documents connecting with author u; 
Dv: the set of documents published in venue v; Ud: the set of authors of 
document d; Vd: the venues connected with document d 

Output: the ultimate vectors p(di), p(ui), p(vi) 
1 The initial values of p(di)

(0) is obtained by LSA; t      1 
2 do 
3 for each author in A and each venue in V do 

4      
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6 for each paper in D do 

7 1)-(t

i

1)-(t

i dpdp )()( =' , )
||||

)(
(

2

1
)()( 

∈∈

+−+=
dVv d

(t)

i

dUu d

(t)

i1)-(t

i

1)-(t

i V

vp

U

upζ
dζpdp

)(
'  

8 end for 
9 t       t+1 
10 while t ≤ M 
11 End while 
12 Return (p(di), p(ui), p(vi)) 



 LSA-PTM: A Propagation-Based Topic Model 19 

According to the similarity calculation of the ultimate vectors of papers, we can get 
the paper clusters. Analogously, we also can obtain the author clusters and venue 
clusters. 

In the previous section, each meaningful frequent phrase has been mapped to the 
latent semantic space with the vector p(mfpi) by LSA. Select the centroid of each 
paper cluster, the Euclidean distance of each meaningful frequent phrase to the 
centroid can be calculated by: 


=

−=
k

1z

2

jiji cpmfppcp,mfppdist ))()(())()(( zz

                

(5) 

where vector p(cj) represents the centroid of each paper cluster, p(cj) z represents the 
dimensional value to the corresponding topic.     

According to formula (5), we assign each meaningful frequent phrase to the paper 
cluster with the smallest Euclidean distance. Now each paper cluster can be treated as 
an optimized topic associated with both papers and meaningful frequent phrases. The 
topics are modeled as a set of meaningful frequent phrases. 

3.4 Topic Description 

Although the discovered topics are modeled as a set of meaningful frequent phrases, 
in order to make them more understandable, it is necessary to calculate a topic 
description for each topic. The topic description is expected to basically capture the 
meaning of the topic. 

For each topic, we pick the meaningful frequent phrase with the biggest cosine 
similarity with the documents in that topic as a topic description. For the document 
p(di) and meaningful frequent phrase p(mfpj) in each topic, cosine similarity between 

them can be calculated:
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For each meaningful frequent phrase，we add together its cosine similarity with 
the documents that belong to the same topic. Obviously, topic description is the 
meaningful frequent phrase with the biggest cosine similarity summation in each 
topic. 

4 Experiments 

In this section, we apply LSA-PTM to the real data and show its effectiveness over 
the state-of-the-art models.  

4.1 Dataset and Metric 

We evaluate the effectiveness LSA-PTM on Digital Bibliography and Library Project 
(DBLP) dataset [11]. In our experiments, we use a DBLP subset that belongs to four 
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areas, i.e. database (DB), data mining (DM), information retrieval (IR) and artificial 
intelligence (AI), and contains 1200 documents (abstracts and titles), 1576 authors 
and 8 conferences. We extract 1660 unique meaningful frequent phrases from this 
data collection with threshold ψ =5. A heterogeneous information network can be 
built on this dataset in which there are three types of objects: papers with text content, 
authors and venues without text content, and two types of relationships: paper-author 
and paper-venue, which consist of a total number of 4339 links. Note that we set the 
number of topics (k) to be 4. 

To quantitatively identify the effectiveness of LSA-PTM, we adopt F measure as 
our metric [12]. The F-measure combines the Precision and Recall together. In our 
experiments, there are four categories. For each topic cluster, we calculate the 
Precision and Recall with regard to each given category. Specifically, for the obtained 

cluster j and the given category i :
i

ij

n

n
jiPrecision =）,（ ,

j

ij

n

n
jiRecall =）,（  , 

）,（）,（

）,（）,（
）,（

jiRecalljiPrecision

jiRecalljiPrecision
jiF

+
××= 2

, where nij is the number of 

members of category i in cluster j, ni is the number of members in the given category 
i, nj is the number of members in cluster j and F(i, j) is the F measure of cluster j and 
category i. The F-measure of the whole clustering results is defined as a weighted 

sum over all the categories as follows: }max ）,（ jiF
n

n
F

j
i

i {= , where the max is 

taken over all clusters. 

4.2 Experiment Results 

We first analyze the topic modeling results with case studies. Then we discuss how to 
set the harmonic parameter of LSA-PTM to achieve the best performance. Finally, 
experiments are conducted to compare the performance of object clustering with 
different models. 

Topic Analysis and Case Study 

In our model, we set the harmonic parameter ζ = 0.9 and the iterations M = 9, the 
topic modeling results are shown in Table 1. Each discovered topic is modeled as a 
set of meaningful frequent phrases with a topic description in bold. For comparison, 
we conduct PLSA [5] and TMBP-Regu [7] on DBLP dataset. The most representative 
terms generated by PLSA and TMBP-Regu are shown in Table 2 and Table 3 
respectively. Contrast of Table 1, Table 2 and Table 3, it is more easily to understand 
the meanings of the four topics by the topic descriptions, i.e., “database systems”, 
“data mining”, “information retrieval” and “artificial intelligence”, derived from 
LSA-PTM. For the first three topics of PLSA and TMBP-Regu, all these terms can 
describe the topics to some extent. For Topic 4, the topic description, “artificial 
intelligence”, derived from LSA-PTM is obviously more telling than “problem, 
algorithm, paper” derived by PLSA and “learning, based, knowledge” by TMBP-
Regu. Thus, from the view of readability of the topics, LSA-PTM is better than PLSA 
as well as TMBP-Regu. 
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Table 1. The topic representation generated by LSA-PTM 

Topic 1 Topic 2 Topic 3 Topic 4 
database systems
database system 

database management 
distributed databases 
relational databases 
database structure 

relational data model 
query processing 

data mining
clustering algorithms 

classification algorithms 
data cube 

data analysis 
knowledge discovery 

mining problems 
data warehouse 

information retrieval
language model 

web search 
retrieval performance 

search engine 
retrieval models 

search results 
semantic search 

artificial intelligence 
knowledge-based algorithms 

machine learning 
pattern recognition 

knowledge engineering 
user interface 

knowledge based systems 
expert systems 

   The bold phrase in each topic is the topic description.                                                                       

Table 2. The representative terms generated by PLSA  

Topic 1 Topic 2 Topic 3 Topic 4 

data 
database 
systems 
query 

system 
databases 

management 
distributed 

data 
mining 
learning 
based 

clustering 
classification 

algorithm 
image 

information 
retrieval 

web 
based 

learning 
knowledge 

text 
search 

problem 
algorithm 

paper 
reasoning 

logic 
based 
time 

algorithms 

Table 3. The representative terms generated by TMBP-Regu  

Topic 1 Topic 2 Topic 3 Topic 4 
data 

database 
query 

databases 
systems 
queries 
system 

processing 

data 
mining 

algorithm 
clustering 

classification 
based 

algorithms 
rules 

information 
web 

retrieval 
search 
based 
text 

language 
user 

learning 
based 

knowledge 
model 

problem 
reasoning 

system 
logic 

Parameter Analysis 

In our method, there exists a harmonic parameter ζ, in this section, we will study and 
evaluate the effect of the parameter ζ. 

 

Fig. 3. The effect of varying parameter ζ in LSA-PTM  
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As mentioned in section 3.3, the harmonic parameter is used to control the balance 
between the inherent topics of documents from LSA and the propagated topics. When 
ζ = 1, it is the LSA model. Figure 3 shows the performance of LSA-PTM with the 
varied harmonic parameter. We can see that the performance is improved over the 
LSA model when incorporating topic propagation on the heterogeneous information 
network with ζ < 1. Note that with the decrease of ζ, the performance turns worse, and 
even worse than the LSA model, because the model relies more on the topic 
consistency while ignores the intrinsic topics of the documents. According to Figure 
3, we set the harmonic parameter ζ = 0.9 in other experiments. 

Clustering Performance Comparison 

We apply our model on the task of object clustering using DBLP dataset. The hidden 
topics extracted by the topic modeling approaches can be regarded as clusters. We 
calculate F-measure with the provided category to evaluate the clustering results. We 
compare the proposed LSA-PTM with the state-of-the-art methods: latent semantic 
analysis (LSA) [9], probabilistic latent semantic analysis (PLSA) [5], author-topic 
model (ATM) [13]. For each method, 15 test runs were conducted, and the final 
performance scores were obtained by averaging the scores from the 15 tests. The 
italic results of LSA in Table 3 are obtained by LSA-PTM with ζ =1. 

Table 4. Clustering performance of different methods on DBLP 

Metric (%) F-measure 
Object Paper Author Venue Average 

LSA 53.59 60.40 69.9 61.30 

PLSA 58.45 - - 58.45 
ATM 64.00 61.13 - 62.56 

LSA-PTM 75.35 78.61 81.36 78.44 

As shown in Table 3, the proposed LSA-PTM achieves the best overall performance. 
This shows that integrating heterogeneous information network with topic modeling by 
topic propagation, LSA-PTM can have a better topic modeling power for clustering 
objects. 

5 Related Work 

Topic modeling has attracted much attention recently in multiple types of text mining 
tasks, such as information retrieval [14, 15], geographical topic discovery [16], and 
extract scientific research topics [17, 18]. 

Topic modeling on heterogeneous information networks was paid little attention in 
existing literatures. The latest study, TMBP-Regu [7], first directly incorporates 
heterogeneous information network and textual documents with topic modeling. But 
the topic modeling results of TMBP-Regu are presented by world distributions like 
most of existing topic models [3, 4, 5, 6]. Although the discovered topics interpreted 
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by the top keywords in the word distributions are intuitively meaningful, it is still 
difficult for a user to accurately comprehend the meaning of each topic. In our model, 
the discovered topics are modeled as a set of meaningful frequent phrases 
accompanied with topic descriptions that successfully solve the problem of 
intelligibility of discovered topics. 

Many topic models, such as Latent Semantic Analysis (LSA) [9], Probabilistic 
Latent Semantic Analysis (PLSA) [5] and Latent Dirichlet Allocation (LDA) [6], 
have been successfully applied to or extended to many data analysis problems, 
including document clustering and classification [2], author-topic modeling [13]. 
However, most of these models merely consider the textual documents while ignoring 
the network structures. Recently, several proposed topic models, such as 
LaplacianPLSI [2], NetPLSA [3] and iTopicmodel [4], have combined topic modeling 
and network structures, but they only emphasize on the homogeneous networks, such 
as document network and co-authorship network, but not heterogeneous information 
networks. Our proposed model takes the heterogeneous network structures into topic 
modeling by topic propagation between textual objects and other types of objects. 
Experimental results are desirable. 

6 Conclusion and Future Work 

In this paper, LSA-PTM is proposed for topic modeling heterogeneous information 
networks and also solves the readability of the topic modeling results. First, LSA-
PTM extracts meaningful frequent phrases from documents. Then latent semantic 
analysis is conducted on these phrases, so as to obtain the inherent topics of the 
documents. Moreover, we introduce a topic propagation method that optimizes the 
inherent topics using heterogeneous network structures between different objects and 
ultimately enhances the topic modeling. To make the topics more understandable, a 
topic description is calculated for each topic. Experimental results show the 
effectiveness of LSA-PTM. Our future work will apply LSA-PTM on large scale 
dataset to examine and verify its efficiency. 
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